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Abstract 
Due to the growing interest in geospatial data mining 

and analysis, data cleaning and integration in geospatial 
data is becoming an important issue. Geospatial entity 
resolution is the process of reconciling multiple location 
references to the same real world location within a single 
data source (deduplication) or across multiple data 
sources (integration). In this paper, we introduce an 
interactive tool called GeoDDupe which effectively 
combines automatic data mining algorithms for geospatial 
entity resolution with a novel network visualization 
supporting users’ resolution analysis and decisions. We 
illustrate the GeoDDupe interface with an example 
geospatial dataset and show how users can efficiently and 
accurately resolve location entities. Finally, the case study 
with two real-world geospatial datasets demonstrates the 
potential of GeoDDupe. 

1. Introduction 

The recent rapid growth in the availability of 
geospatial data has resulted in significant interest in tools 
which support geospatial data mining and analysis tasks. In 
order to make these tools work effectively and provide 
accurate analytic information, the underlying data must be 
clean. Unfortunately, this is rarely the case. Like many 
other data sources, geospatial databases often contain 
multiple uncertain and imprecise references to the same 
real world locations and require the process of merging 
them (deduplication). Furthermore, the availability of 
geospatial data from various sources often requires the 
process of matching multiple references to actual location 
entities across datasets (integration).  

Geospatial Entity Resolution is the process of 
determining a single consolidated collection of “true” 
locations from a collection of database sources referring to 
geospatial locations [28]. In other words, it is the process 
of reconciling location references to the same real-world 
location entity, which may exist within and across datasets. 
The geospatial entity resolution problem can be described 
more formally as follows:  

There exist two geospatial datasets A and B developed 
by independent sources. Each dataset is a collection of 

location references, each of which corresponds to some 
real-world location entity. The goal of entity resolution is 
to find pairs of locations {li, lj}, such that (li, lj  A ∈ or li, lj  ∈
B) (deduplication), or ((li  A ∈ and lj  ∈ B) or (li  B ∈ and 
lj  A∈ )) (integration), where li and lj correspond to the 
same real world location. Each location reference li  is 
typically described by a set of features such as li = 
[location name, spatial coordinates (e.g. latitude and 
longitude), location type (e.g. dune, city, river, airport, 
etc.), demographic information (e.g. population), etc]. 

 
Because of an increasing need for robust and accurate 

merging and matching techniques, there has been extensive 
work on entity resolution in various areas. However, 
previous work on entity resolution has primarily focused 
on non-spatial data attributes in medical data [13], census 
data [29], bibliographic data [15][23], and natural language 
[32][2]. In addition, traditional entity resolution approaches 
use similarity metrics which compare only the attributes of 
the references; while the entity’s relationship context can 
also provide useful information to the resolution process 
[15][14][21]. Furthermore, most existing entity resolution 
methods use automated approaches which are not perfect 
and often face a precision-recall trade-off problem. That is, 
if the methods are tuned to have high precision, they leave 
many duplicates in the database. On the other hand, if they 
are tuned to have a high recall, they mistakenly merge 
nodes that are not duplicates.  

In this paper, we take a different approach and 
designed a novel interface GeoDDupe, inspired by our 
prior interactive tool for entity resolution in social network 
data (DDupe [18]), for resolving location entities in 
geospatial data. GeoDDupe is designed to focus on both 
spatial (point-based geospatial) and non-spatial data while 
making use of the relational information of locations for 
geospatial entity resolution. GeoDDupe provides access to 
sophisticated and automated entity resolution algorithms 
based on the location attributes, which enables users to 
easily identify the potential duplicates from the geospatial 
datasets. In addition GeoDDupe provides a simple, stable, 
and meaningful network visualization, which displays the 
neighborhood context for potential duplicate locations, as 
well as a spatial network visualization in order to help 
users make their final resolution decisions.  



2. Related Work  

There has been extensive work on finding and 
cleaning duplicates in the machine learning and database 
communities. Most research efforts have focused on 
automatic approaches rather than interactive support. 
Traditional approaches make use of only attribute 
information, where entities are matched based on the 
values of their attributes. Most work primarily focused on 
defining approximate string matching algorithms 
[31][1][10] and fuzzy matching [22]. Other attribute-based 
approaches have been adaptive [16][30][9][24]. Recently a 
number of approaches have been developed which make 
use of relational information to help in the resolution 
process [15][14][21]. In these approaches, the relational 
graph is taken into account for finding potential duplicates. 
Within the database community, there has been some 
research on interactive data cleaning [26][27] which 
typically focuses on a single table, but little work has been 
done to combine visual and analytic information 
effectively with interactive tool for entity resolution tasks. 

There also have been many efforts on resolving the 
geospatial entities in the GIS community especially for the 
data integration. Commercial geographic-information 
systems [20] use spatial coordinates to join location 
references. One-sided nearest join is the most common 
approach, where location’s references li  A∈  and lj  B∈  
are labeled as duplicates, if lj is closest to li given all 
locations in B. The asymmetry in the above approach is 
addressed by Beeri et al. [6]. They modify the definition by 
adding an extra condition that li is also closest to lj given all 
locations in A. They show that the addition of this 
condition may help improve precision of results, though 
the strong conditions may compromise recall. Another 
recent approach [19] integrates heterogeneous geo-
referenced data available from the web. Here, they match 
geospatial objects by comparing their attributes using 
string matching algorithms. Other methods for geospatial 
data integration such as [7][33][12][3][4] integrate digital 
maps. Image processing techniques [12] have also been 
applied in merging digital satellite image maps. Though 
these methods help in a global alignment of geospatial 
database, the efficacy of these methods strongly depends 
upon the quality and richness of the satellite image.  

3. GeoDDupe Interface  

In this section, we illustrate the interface using a 
sample geospatial dataset and describe the overall entity 
resolution process. The dataset consists of two data source 
files taken from the Geographic Names Database of the 
United States Board on Geographic Names maintained by 
the National Geospatial-Intelligence Agency. The source 
files contain 1,116 locations and 28,853 locations in Iraq 
respectively. For each location, the neighbor locations are 
chosen such that the distance between them is less than 

50km and linked with undirected edges. 2,766 edges and 
268,759 edges are identified from each file respectively. 

Figure 1 shows the overall GeoDDupe interface, 
which is composed of three coordinated windows [8]: the 
potential duplicate viewer, the relational context viewer, 
and the data detail viewer. The potential duplicate viewer 
(on the left) shows a list of potential duplicate location 
pairs that are identified and ranked based on the user-
defined similarity metrics. Users can select a potential 
duplicate pair, and then the relational context viewer (on 
the upper right corner) visualizes the neighborhood 
relationship between the potential duplicate location pair in 
various ways. Figure 1 shows a simple semantic graph 
layout which represents the neighborhood relationship 
between the two potential duplicate locations, “Sian” and 
“Sian” by placing the shared neighboring locations in-
between them and non-shared neighboring locations on the 
sides.. Finally the data detail viewer (in the lower right 
corner) shows all the attribute values of locations displayed 
in the relational context viewer.  

Users begin the entity resolution process by loading 
one or more geospatial data files depending on their tasks 
(deduplication or integration). Before starting potential 
duplicate search, users need to define similarity metrics 
which describe how similarity between two locations 
should be computed. For example, if users consider 
locations to be similar when they have similar names and 
similar geospatial positions, users can select three location 
attributes: location name, latitude, and longitude, for 
computing the location similarity. Once the similarity 
metric is defined, users can have GeoDDupe search for the 
potential duplicate locations by pressing the search button 
in the potential duplicate viewer. GeoDDupe provides a 
few options which enable users to control the performance 
and completeness of search depending upon their tasks.  

When the search has been completed, users can see the 
top N (by default 200) potential duplicate location pairs in 
the potential duplicate viewer. Users can scroll through the 
list of potential duplicate pairs and select a potential 
duplicate pair for analysis. Users can then see the 
neighborhood relationship between the potential duplicate 
locations in the relational context viewer. The viewer is 
designed to show a sub-network which only contains the 
potential duplicate locations and their neighboring 
locations. In the semantic layout mode, the viewer is 
divided into five regions (red dotted lines in Figure 1). The 
potential duplicate locations are located in the second and 
fourth regions, the shared neighboring locations in the third 
region, and the non-shared neighboring locations in the 
first and fifth regions. In Figure 1, the potential duplicate 
locations have 13 shared neighboring locations, and three 
and one non-shared neighboring locations respectively, 
which means it is highly likely that they are duplicates in 
the dataset. Users can resize, sort, filter, and brush the 
nodes and edges in the viewer for better understanding of 
the relationship between the potential duplicate locations.  



Users can resolve the potential duplicate locations in 
three ways: 1) merge, 2) mark as distinct, 3) ignore for 
later or other users’ decision. If duplicate locations are 
merged, GeoDDupe automatically searches for the next 
possible duplicate location for the merged location and 
shows it in the relational context viewer. With this feature, 
users can make a series of resolution decisions for the 
multiple references to the same location and resolve them 
incrementally. In the following subsections, the capabilities 
supported in each viewer and underlying design concepts 
are explored in more detail. 

3.1. Potential Duplicate Viewer  

The potential duplicate viewer window consists of two 
sub-panels; “Search Potential Duplicate Pairs by Similarity 
Metric” panel on the top and “Search Node by Keyword” 

panel on the bottom (left in Figure 1). The “Search 
Potential Duplicate Pairs by Similarity Metric” panel 
allows users to define a similarity metric appropriate for 
their specific tasks and search for the potential duplicate 
locations from the imported dataset. The “Similarity 
Metric” tab supports two types of similarity: attribute 
similarity and relation similarity. In the attribute similarity 
group box, users can see all the location attributes available 
in the dataset. Figure 2(a) shows that the dataset contains 6 
location attributes: location id, location name, location 
type, longitude, latitude, and dataset (first column). The 
“Similarity Measure” column (second column) allows 
users to choose a similarity measure function for each 
attribute. Each cell in this column displays different 
similarity function options depending on the attribute data 
type (e.g. string or number). 

 
Figure 1 GeoDDupe consists of three coordinated windows; potential duplicate viewer on the left, relational context 

viewer on the upper right corner, and data detail viewer on the lower right corner. The potential duplicate viewer 
shows a list of potential duplicate location pairs that were identified based on the user-defined similarity metrics. 

The relational context viewer visualizes the neighborhood relationship of the potential duplicate location pair 
selected in the potential duplicate viewer. The data detail viewer shows all the attribute values of the locations 

displayed in the relational context viewer. Both viewers are tightly coupled. 
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For example, users can use string match functions 
such as Levenstein, Jaccard, Jaro, JaroWinkler, 
MongeElkan, etc. for computing the name similarity. Each 
similarity measure function has its advantages; for 
example, Levenstein is able to capture misspellings, 
JaroWinkler performs well for matching person names and 
abbreviations. The choice of similarity measure function 
depends upon the application. For example in [28], we 
found that Levenstein works best for matching 
geographical names. On the other hand, users can apply 
numerical distance function such as Euclidean Distance to 
the longitude and the latitude attributes for computing the 
position similarity. In the weight column (third column), 
users can assign either positive or negative weights to the 
corresponding similarity functions. In addition to the 
attribute similarity, users can also make use of relational 
information in searching for the potential duplicate 
locations by analyzing the commonness of neighborhoods 
with relational similarity measure functions such as 
Common Neighbors and Higher-Order Neighborhoods 
[14] in the relational similarity group box.  

The “Potential Duplicate Pairs” tab shows the list of 
potential duplicate location pairs identified based on the 
similarity metric defined as above (Figure 2(b)). In this tab, 
users can set three search options to control the search 
process. First, users can choose different search strategies. 
By default, GeoDDupe compares all the possible pairs of 
locations to find the potential duplicate locations. 
However, the exhaustive search in this example (i.e. 
comparing all pairs of 30,000 locations) needs about half 
billion comparisons, which is clearly impractical. In order 
to deal with this performance issue, GeoDDupe is designed 
to support blocking algorithms. Blocking algorithms [17] 
generate candidate matches and partition the full cross 
product of location comparisons into mutually exclusive 
blocks as a preprocessing step. This can significantly 
improve the search performance. Second, users can choose 
a way of picking comparing locations in the multiple data 
files. For example, if users want to resolve duplicates 
within the same data file, they can make GeoDDupe search 
the candidate locations only within the same file by 
choosing the “Within Data Source File (Deduplication)” 
option. On the other hand, if users want to integrate 
geospatial datasets by matching the locations across 
multiple data files, they can choose the “Across Data 
Source Files (Integration)” option. By default, the “Both 
Within and Across Data Source Files” option is selected to 
support both tasks at once. Finally, users can specify the 
number of potential duplicate pairs to be displayed in the 
list so that they can only focus on top N potential duplicate 
pairs from the search results. The search process can be 
stopped at any time by pressing the stop button (that was 
the search button when starting search). GeoDDupe then 
shows only the partial search results identified until the 
process is stopped.  

Sometimes users may need to search for a specific 
location containing certain keywords in their attribute 
values rather than search all potential duplicate pairs with 
the similarity metric. The “Search Location by Keyword” 
panel located on the bottom of the potential duplicate 
viewer supports the keyword search for single locations. If 
users want to check if there exist any locations similar to a 
single location in the list, they can easily find its potential 
duplicate locations just by double-clicking on it. 

 

 
(a) The “Similarity Metric” tab allows users to use 
attribute or relational similarity measures for 
computing the location similarity 
 

 
(b) The “Potential Duplicate Pairs” tab shows the 
identified potential duplicate pairs ranked by similarity 

Figure 2 Potential Duplicate Viewer 

3.2. Relational Context Viewer 

Instead of visualizing the whole geospatial network, 
GeoDDupe shows only the sub-network relevant for the 
entity resolution task with a novel semantic layout. This 
simplification not only reduces the users' cognitive 
workload in scanning the network structure but also allows 
GeoDDupe to scale to large networks. In Figure 3(a), the 
potential duplicate locations are represented as squares and 
placed in the middle of screen and the shared neighbor 



locations of those duplicates are placed in-between them, 
and non-shared neighbor locations are placed on the sides. 
By default only the links between the potential duplicate 
locations and their neighboring locations are shown. 
However, the links among the neighboring locations can 
also be displayed by checking the “Show All Edges” 
checkbox in the toolbar. With this simplified layout, users 
can easily recognize the neighborhood relation between the 
potential duplicate locations. The more neighboring 
locations the potential duplicates share, the more likely the 
duplicates refer to the same location in real world.  

While the semantic layout facilitates quick 
understanding of the neighborhood structure between the 
potential duplicates, it is not easy for users to understand 
the relative positions of the neighboring locations in real 
world, which may be useful for the resolution decisions. 
Therefore, the relational context viewer is designed to 
support an alternative layout to represent locations’ spatial 
information as well (Figure 3(b)). In this layout, users can 
see the relative spatial positions of the neighboring 
locations in 2D space as well as the neighborhood structure 
with the edges connecting neighboring locations. Either of 
two layouts can be transformed to the other with 
animation, which allows users to easily recognize the 
relationship and differences between two layouts. 

If the potential duplicate locations are found across 
different datasets (for data integration), it is not unusual 
that they don’t have any shared neighboring locations since 
their neighboring locations are also from the different 
datasets. Figure 4(a) shows a semantic graph layout which 

doesn’t have any shared neighboring locations between the 
potential duplicate locations. This layout may misrepresent 
the actual neighborhood relationship of the potential 
duplicate locations because there may exist unidentified 
duplicate locations across the non-shared neighboring 
locations of each potential duplicate location. To protect 
users from this kind of misinterpretation, the relational 
context viewer provides a similarity threshold slider in the 
toolbar so that users can check if there are any potential 
duplicate locations across the non-shared neighbors. If any 
location pairs across the non-shared neighboring locations 
have higher similarity than the threshold specified by the 
slider, they are automatically moved in between the 
potential duplicate locations and placed next to each other 
as shown in Figure 4(b). With this transformed layout, 
users can not only anticipate the possible matches across 
the non-shared neighboring locations, but also understand 
the actual neighborhood relationship more clearly. 

Even though the relational context viewer provides 
users useful visual information about the neighboring 
locations either by semantic layout or by geo-spatial 
layout, users may still need to examine them on a real 
world map for better resolution decisions. GeoDDupe 
enables users to export the locations in the relational 
context viewer to the external Geographic Information 
System such as Google Earth (earth.google.com) as shown 
in Figure 5. By comparing locations both in the semantic 
layout and on the actual map at once, users can be more 
confident about the resolution decisions they make. 

  
Figure 3 (a) semantic layout (left) shows the neighborhood relationship between the potential duplicates   

(b) spatial layout (right) represents the relative spatial positions of neighboring locations on 2D space  

 
Figure 4 (a) original semantic layout (left) for the potential duplicates identified across datasets (b) transformed 

layout (right) where the matching pairs identified across non-shared neighbors are placed in the middle 



 
Figure 5 The locations displayed in the relational context viewer can be exported and projected onto Google Earth. 
In Google Earth, the potential duplicate locations are placed in the center (yellow rectangle), and 5 other potential 

duplicate location pairs identified in the relational context viewer (red dotted circles on the relational context viewer) 
are scattered over the map (red dotted circles on the map) 

3.3. Data Detail Viewer 

The data detail viewer shows all the attribute values of 
the locations visualized in the relational context viewer. 
The data detail viewer consists of three sub-panels: the 
potential duplicate viewer, the node viewer, and the edge 
viewer (Figure 1). The data detail viewer is tightly-coupled 
with the relational context viewer so that users can choose 
locations in the layout and observe the corresponding 
attribute values in the data detail viewer, and vice versa.  

In the potential duplicate viewer, users can either 
merge the currently listed potential duplicate locations or 
mark them as distinct locations. When the “Merge 
Duplicates” button is pressed, the “Merge Duplicates” 
dialog box pops up. The dialog box shows all the location 
attribute names in the first column and corresponding 
attribute values of the potential duplicate locations in the 
next two columns (Figure 6). The last column shows the 
attribute values of the location to be created by merging the 
potential duplicate locations. Users can either pick values 
from the duplicate locations’ cells or type in new values to 
the cells in the last column. When the “Merge” button is 
pressed, GeoDDupe creates a new location with the 

assigned attribute values and replaces all the potential 
duplicate locations in the dataset with it. 

If the potential duplicate locations are not actual 
duplicates, users can also mark them as distinct locations 
using the “Mark Distinct” button in the potential duplicate 
viewer. Then, the marked pairs are automatically excluded 
from the search results, but they are maintained internally 
for later revision. On the other hand, if users have made an 
incorrect merging decision, they can restore the prior 
locations as well by splitting the merged location. 

 

 
Figure 6 “Merge Duplicates” dialog window 



4. System Architecture 

GeoDDupe was written in C# using the University of 
Maryland’s open source toolkit, Piccolo[5], for network 
visualization. GeoDDupe supports both text file and MS 
Access database for its input. It can be connected to many 
relational databases through ODBC connection as long as 
they fit the basic data schema that is represented as Boyce-
Codd normal form (that consists of two tables representing 
two individual entities and one table for their inter-
relationship) or a standard node-link graph model. 

The GeoDDupe architecture is basically composed of 
three parts: Model, View and Controller [11]. The 
GeoDDupe Model manages all the data related processes 
as well as data mining algorithms so that GeoDDupe View 
can just request the necessary data from the Model and 
visualize them without caring about the internal data 
structures or algorithms that the Model uses. The 
GeoDDupe Model consists of three modules: the data 
mining algorithm module, the graph data structure module, 
and the data input/output module. They are designed to be 
modular so that other developers can easily add their own 
domain-specific algorithms and similarity measures to 
improve accuracy and performance for entity resolution, or 
add other IO modules to support various types of databases 
such as XML DB and OODB. The current data mining 
algorithm module uses an open source library SimMetrics 
[25] for string distance measure functions. The GeoDDupe 
Controller manages all the events raised by the viewers, 
coordinates the viewers, and controls all the dataflow 
among the viewers. In addition, it manages the history 
mechanism so that users can switch back and forth to the 
previously searched sets of potential duplicates without re-
searching the same set repeatedly, which often slows down 
the entity resolution process. 

5. Case Study  

Two real-world datasets were used for the case study. 
The first dataset represents all names of locations in 
Afghanistan taken from the Geographic Names Database 
(http://earth-info.nga.mil/gns/html/cntry_files.html) of the 
US Board on Geographic Names maintained by the 
National Geospatial-Intelligence Agency. The Geographic 
Names Database is the official standard for spelling of 
foreign place names for use throughout the US 
Government. The first dataset contains 202,210 records of 
locations (Jan 2007). We preprocessed the dataset and 
connected the neighbor locations with undirected edges to 
represent the neighborhood relationship. A total of 
1,262,512 edges were generated by connecting the 
locations if the distance between them is less than 25km. 
The second database was prepared by the UK Permanent 
Committee on Geographic Names. It contains 2,096 
records of locations in Helmand Province, Afghanistan. 
2,037 edges were generated using the same method. Both 

datasets were cleaned before published on the web. Each 
location in the datasets has a name (in the BGN-style 
Romanization format), spatial coordinates (latitude and 
longitude), and location type. The ground truth data 
covering the actual mappings between two datasets was 
prepared by the US BGN and UK Permanent Committee 
on Geographic Names, and it covers most of the locations 
in the second dataset. The ground-truth data contains a 
total of 2006 pairs of matching locations. 

We imported both datasets to GeoDDupe and defined 
the similarity metric using three location attributes: 
location name, longitude, and latitude. We applied the 
JaroWinkler similarity measure function to the location 
name and the Euclidean Distance similarity measure 
function to the pair of longitude and the latitude 
respectively. Equivalent weights were assigned to each 
similarity measure function. For search options, we used a 
very simple blocking algorithm for fast search, which 
clusters the locations based on the first four digits of 
latitude. Since we focused more on data integration task, 
we selected the “Across Data Source Files (Integration)” 
option so that GeoDDupe picks comparing locations only 
across the data files. For the experiment, we used a 
Windows PC (Windows XP pro SP2) with 3.6GHz 
Pentium 4 CPU, 2.5GB main memory, and 128MB graphic 
memory with 1400 by 1050 screen resolution.  

In less than a minute, GeoDDupe identified 300 
potential duplicate locations with the lowest similarity 
value 0.978 from the datasets. We used the similarity slider 
and set the similarity threshold to 0.95 to detect the 
potential duplicates across the non-shared neighboring 
locations. In this case study, we were able to identify more 
than 200 matching locations across datasets and integrate 
135 locations within a half hour of use. Among 135 
integrated locations, 133 locations were confirmed as 
matching locations from the ground truth data and two 
locations seemed to be the matching locations which were 
not covered by the ground truth data. In addition, although 
both datasets were carefully prepared for public release, we 
were able to detect 190 and 18 duplicate locations from 
each dataset respectively, and deduplicate them during data 
integration. 

Conclusions  

In this paper, we introduced GeoDDupe, an interactive 
tool for entity resolution in geospatial data. GeoDDupe 
integrates data mining algorithms with an interactive 
information visualization interface to support geospatial 
entity resolution tasks. GeoDDupe is designed to deal with 
both spatial and non-spatial data while making use of the 
relational information of locations for geospatial entity 
resolution. GeoDDupe provides sophisticated and 
automated entity resolution algorithms which enables users 
to easily discover the potential duplicate locations from the 
geospatial datasets. In addition, GeoDDupe provides a 



simple, stable, and meaningful network visualization which 
guides users to make accurate exploration and resolution 
decisions. More formative user studies are required to 
verify the efficacy of GeoDDupe approach for geospatial 
entity resolution, but the utility of GeoDDupe seems 
promising. Finally, GeoDDupe demonstrates the impact of 
combining data mining techniques with novel information 
visualization for data exploration and analysis tasks. 
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